Understanding the Effect of Data Center Resource
Disaggregation on Production DBMSs

Qizhen Zhang!, Yifan Cai'2, Xinyi Chen!, Sebastian Angel*
Ang Chen?, Vincent Liu*, Boon Thau Loo*

'University of Pennsylvania, 2Shanghai Jiao Tong University, *Rice University
1{qizhen, caiyifan, cxinyic, sga00l, liuv, boonloo}@seas.upenn.edu
2fyc1007261@sjtu.edu.cn, ®angchen@rice.edu

ABSTRACT

Resource disaggregation is a new architecture for data centers in
which resources like memory and storage are decoupled from the
CPU, managed independently, and connected through a high-speed
network. Recent work has shown that although disaggregated data
centers (DDCs) provide operational benefits, applications running
on DDCs experience degraded performance due to extra network
latency between the CPU and their working sets in main memory.
DBMSs are an interesting case study for DDCs for two main rea-
sons: (1) DBMSs normally process data-intensive workloads and
require data movement between different resource components; and
(2) disaggregation drastically changes the assumption that DBMSs
can rely on their own internal resource management.

We take the first step to thoroughly evaluate the query execution
performance of production DBMSs in disaggregated data centers.
‘We evaluate two popular open-source DBMSs (MonetDB and Post-
greSQL) and test their performance with the TPC-H benchmark in
a recently released operating system for resource disaggregation.
We evaluate these DBMSs with various configurations and com-
pare their performance with that of single-machine Linux with the
same hardware resources. Our results confirm that significant per-
formance degradation does occur, but, perhaps surprisingly, we also
find settings in which the degradation is minor or where DDCs ac-
tually improve performance.
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1. INTRODUCTION

An emerging trend in data centers is the physical disaggregation
of resources. In a fully (resource) disaggregated data center (DDC),
servers are no longer built as standalone machines equipped with
sufficient compute, memory, and storage to process a single job.
Instead, each resource node in a DDC is kept physically separate,
with some nodes specialized for processing, others for memory, and
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others for storage. To complete a single task, a processing node will
need to continually “page” memory from remote nodes into and out
of its small on-board working set, write chunks to remote disks, or
farm out tasks to remote CPUs or GPUs.

Disaggregating resources in this way provides substantial ben-
efits to data center operators. It allows them to upgrade and ex-
pand each resource independently, e.g., if a new processor tech-
nology becomes available or if the workload changes require ad-
ditional CPUs. It also allows them to prevent fragmentation and
over-provisioning, e.g., if a customer requests an unusual balance
between CPU cores, RAM, and GPUs that does not fit neatly into
an existing machine. Finally, to users, disaggregation creates the
illusion of a near-infinite pool of any resource for any program.

Disaggregation has fundamental implications on the performance
of data-intensive applications, not all of which are positive. For
example, our recent work [8, 38] highlights the potential perfor-
mance degradation that stems from moving the storage and the bulk
of memory to a remote machine. While extrapolating the results
of these previous studies would lead one to conclude that DBMSs
would also fare very poorly, doing so would be speculative: these
prior works consider only synthetic workloads and simple applica-
tions. In contrast, DBMSs have complex software stacks; having a
thorough understanding of their end-to-end performance in a DDC
is therefore critical for the design, implementation, and optimiza-
tion of DBMSs in future cloud architectures.

Further, to DDCs, database systems provide an interesting case
study of the effects of disaggregation. At a basic level, query exe-
cutions in DBMSs are typically data-intensive, involving frequent
and repeated movement of large quantities of data between disk and
memory (loading data from storage to main memory and spilling
intermediate data to disk when memory is limited), memory and
CPU (moving data between compute units and working sets in
main memory), CPU and CPU (data shuffling between workers).
In a DDC, each of these steps requires network communication,
which can impact query performance. Even so, queries, each hav-
ing unique access patterns, exhibit a great deal of diversity in their
reaction to disaggregation. The case study also presents an op-
portunity to examine modern DBMS design in a different light.
Specifically, decades of optimization and tuning on top of tradi-
tional servers and operating systems have resulted in a series of
baked-in assumptions about memory access latency, buffer man-
agement, and paging strategies. Disaggregation exposes many of
these fundamental assumptions.

Similarly, to DBMSs, disaggregation presents a unique set of
challenges even when compared to the extensive literature on pro-
duction DBMS performance in new architectures, e.g., disaggre-
gated storage [7, 25, 6] and remote memory [14, 20, 10]. First,



Figure 1: The architecture of disaggregated data centers (DDCs).
Hardware resources are split into independently managed pools
that are connected by a high-performance network fabric.

unlike traditional remote memory systems where the remote mem-
ory is treated as extra cache, disaggregation is typically accompa-
nied by a corresponding decrease in local memory—remote access
becomes a necessity rather than an optimization. Second and re-
lated, in DDCs, these accesses are mediated by the operating sys-
tem and network infrastructure rather than controlled by the appli-
cation. This means that the interactions between each layer of the
stack are critical to the system’s overall performance.

In this paper, we present the first characterization and analysis of
modern production database systems running on a DDC. Enabling
our study is a combination of recent hardware, network, and oper-
ating system advances that, for the first time, provide a complete
disaggregated operating environment. This environment allows us
to investigate the interactions between each layer in detail.

More specifically, we evaluate queries from the TPC-H bench-
mark in MonetDB [26] and PostgreSQL [31] in a variety of dis-
aggregation settings. We find that PostgreSQL is less sensitive to
disaggregation than MonetDB, but PostgreSQL is also incapable
of adapting to varying levels of local memory since it delegates
disk caching to the underlying OS (i.e., PostgreSQL achieves sim-
ilar performance when the compute nodes’ cache is very large and
when it is small). We also observe that without modifications to
either MonetDB or PostgreSQL, DDCs can enable these produc-
tion databases to scale up and achieve high and stable performance.
This is in contrast to traditional architectures that spill to disk and
introduce significant performance variability. While RDMA-based
DBMSs [20, 10] may achieve similar benefits, it comes at the cost
of an extensive redesign of these DBMSs.

In summary, this paper makes the following contributions. First,
we use the complete TPC-H benchmark to validate that DDC de-
grades the performance of DBMSs due to expensive remote mem-
ory accesses (data movement between compute and memory com-
ponents). Second, we identify several scenarios where DDCs can
be a better alternative for DBMSs. Last, we analyze the bottlenecks
of executing DBMSs on DDCs and shed light on different ways to
optimize the execution of future DBMSs in this new architecture.

2. BACKGROUND

This section introduces the key architectural elements of recent
DDC proposals, with a focus on their effect on DBMS operation.

2.1 Disaggregated Data Centers

The key idea behind resource disaggregation is to break up mono-
lithic servers that traditionally keep all of their resources on the
motherboard connected by high-speed buses (e.g., GPUs, memory,
storage) into separate “disaggregated” pools of resources that are
physically distinct. The machines housing each of the disaggre-
gated resources are connected using a fast network fabric such as
RDMA over Infiniband (although special-purpose connectors have

also been proposed [34]). Figure 1 depicts this high-level architec-
ture. DDCs bring significant operational benefits over traditional
architectures. These benefits include:

e Independent expansion. The hardware resources can be ex-
panded and upgraded independently. For example, if a DDC
is running low on memory, the operator can just hot-plug more
memory in the memory pool. This is more flexible and cost-
efficient than traditional data centers where an operator would
need to add large servers with more resources.

o Independent failures. Since resources are decoupled, the
failure of one resource does not signify the failure of all oth-
ers. For example, it is possible for a memory node to fail,
while the associated CPU remains alive. Prior work suggests
ways to recover from these types of failures in DDCs [8].

e Independent allocation. For cloud operators, resource al-
location becomes a simpler task: packing virtual machines
to DDCs simply requires identifying the appropriate resource
pools and creating the appropriate forwarding rules in the net-
work fabric. In comparison, packing VMs to monolithic ser-
vers while maximizing utilization and minimizing resource
fragmentation is an NP-hard knapsack problem.

In exchange for the above benefits, DDCs convert a subset of
what used to be local memory and device accesses to remote ac-
cesses. Though the networks in these proposals are designed to be
very fast, they are nevertheless higher latency than accessing re-
sources on the same motherboard. This results in expensive data
movement between hardware components (e.g., CPU and mem-
ory), particularly for applications where prefetching and pipelining
are hard to do. Indeed, previous work hypothesizes that these data
movements are likely to degrade performance in data-intensive ap-
plications by orders of magnitude [38]. Our work confirms this
hypothesis with a thorough experimental evaluation and proposes
several ways to reduce the degradation.

2.2 Disaggregated Operating Systems

A critical piece of the above architecture is the disaggregated
operating system. Fundamentally, the migration of memory away
from compute means that, while CPU nodes may have a nominal
amount of memory to store a kernel, it may not have enough for
the code segment, data segment, heap, and/or stack. In the same
way, memory nodes may have enough compute to perform address
translation and basic access control, but will not have enough to
execute queries. Thus, the operation of a DDC will likely need to
be mediated through a specialized operating system.

A state-of-the-art disaggregated OS is LegoOS [33], which takes
a splitkernel approach to dividing kernel responsibilities over re-
source-disaggregated nodes. In LegoOS, the local kernel on a com-
putation node, where DBMS instructions are expected to run, is in
charge of configuring and negotiating access to external resources,
and of managing a small amount of local memory that is attached
to the CPU. This memory hosts the local kernel and serves as a
cache for applications. LegoOS supports the Linux system call in-
terface as well as an unmodified Linux ABI, allowing users—in
principle—to run unmodified Linux applications.

In this work, we take advantage of LegoOS’s interface. Unfor-
tunately, while LegoOS is a working research prototype that high-
lights the complexities of building a distributed operating system
that coordinates and manages disaggregated resources, it is not suf-
ficiently complete to run a real production DBMS. One of the con-
tributions of our work is, therefore, to extend LegoOS’s codebase
with several system calls and additional functionality that is needed
to run these DBMSs. We discuss these efforts in Section 3.



2.3 DBMSs in DDCs

How do modern DBMSs fare in a disaggregated environment?
In this section, we sketch the operation of these systems on DDCs,
before measuring and analyzing them in subsequent sections. Our
discussion here focuses on three types of hardware used by a DB-
MS: CPU, random access memory, and disk storage. Like prior
work, we assume that processing nodes have a limited amount of
memory and that memory/storage nodes have a limited amount of
compute. Otherwise, resources are decoupled and connected via a
low-latency, high-bandwidth network.

Figure 2 depicts the typical execution of DBMSs when running
in a DDC. A pool of storage nodes holds the database data in per-
sistent storage, a pool of memory nodes holds the buffer pool of the
DBMS in random access memory, and a pool of processing nodes
runs the actual DBMS processes, with the local memory of the pro-
cessing nodes serving as a cache of the buffer pool. The original
copies of each process’s virtual memory, therefore, reside entirely
remotely, either in the remote memory pool, or paged onto remote
disk. To execute a query, the database tables are scanned and loaded
into the buffer pool; in-memory data will then be transferred to and
from the processing and the memory pools during execution. The
processing and storage nodes do not exchange data directly.

The OS chooses which pages to maintain in the local memory
of processing nodes using well-known page eviction policies like
LRU or FIFO—data is fetched from remote memory on a local
memory cache miss and fetched from storage on a remote memory
cache miss. We term the former remote memory accesses and the
latter disk page faults to differentiate the two in this paper. In both
cases, if a query requires data beyond what is cached in its local
memory, a kernel trap will block the execution of the query until
the memory can be fetched from the memory pool.

The overall performance cost of this additional layer in the mem-
ory hierarchy depends on several factors. For instance, the relative
size of local memory compared to the buffer pool will determine
the frequency of accesses. The interplay between the buffer pool
management strategy and the OS local memory eviction policy can
also have a significant effect on performance, as can the interaction
between remote memory accesses and disk page faults, and the pat-
tern of accesses and the architecture of the DBMS. To illustrate one
example of the complexities of this space, consider an LRU buffer
pool on top of an LRU local memory eviction policy. When the
DBMS evicts an item from the buffer pool, it might:

1. Bring the new item into a memory node from storage.
2. Bring the new item into local memory, evicting others.
3. Bring the LRU item from memory into local memory.
4. Finally, copy from local memory to the buffer pool.

Step 3 is due to the DBMS’s replacement algorithm running in
the processing node. This highlights how two in-memory buffers
result in two sets of replacement policies whose interaction may be
suboptimal, suggesting the need for the buffer pool to be aware of
“cheaper” local memory and more expensive remote memory.

3. EXPERIMENT SETUP AND METHODS

To explore the implications of this paradigm shift, this paper
presents an in-depth characterization and analysis of the perfor-
mance of production DBMSs running on DDCs. This section de-
tails the setup of our performance measurements.

3.1 Testbed Setup

Our DDC testbed consists of three bare-metal servers in Cloud-
Lab [15]: the processing node has a single Xeon E5-2450 CPU
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Figure 2: DBMS execution in DDCs. DBMS workers are spawned
on processing nodes with their small local memory acting as a
cache. Buffer pools live in a remote memory pool; a storage pool
stores and manages the database files. Workers send control mes-
sages to allocate and manage resources, and the data is transferred
between memory and storage pool (loading and spilling) and the
processing and memory pool (fetching and eviction).
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Figure 3: Summary of parameters in MonetDB and PostgreSQL.

(8 cores, 2.1 Ghz), the memory node has 16 GB of DDR3-1600
MHz DRAM, and the storage node has four 500 GB hard disk
drives in a RAID-5 configuration. Each node runs LegoOS [33]
and is equipped with an RDMA-enabled Mellanox MX354A NIC
and connected over a 56 Gbps Infiniband network with a Mellanox
SX6036G switch. We are currently restricted to this hardware con-
figuration due to LegoOS’s limited driver support, and the low
availability of compatible servers in CloudLab. To provide a fair
baseline, we compare to a single Ubuntu Linux 3.11 server with the
same compute, memory, and storage resources as our DDC testbed.

Local memory configuration. Vendors and cloud providers have
not yet settled on the size of local memory in DDCs, but we expect
the most cost-efficient nominal (i.e., per-CPU) sizes to be smaller
than typical DBMS buffer pools. We evaluate DDC performance on
a variety of local memory sizes ranging from low (64 MB) to high
(4 to 6 GB) capacity to emulate different degrees of disaggregation.

Storage. Due to hardware availability, our testbed uses hard disk
drives for storage. While SSDs would improve performance, we
expect that the general trend of the disk being a bottleneck in some
of our experiments would still hold as our Infiniband network sig-
nificantly outperforms SSDs in both latency and throughput.

3.2 System Selection and Adaptation

We select two popular open-source DBMSs: MonetDB [26] (Ver-
sion 11.33.11) and PostgreSQL [31] (Version 11.5)—both are the
latest versions at the time of this evaluation. We select these two
systems to represent different types of DBMSs: MonetDB is a col-
umn store, designed to be executed in-memory; PostgreSQL is a
row-based system and it adopts an out-of-core execution model.
We summarize and compare the technical parameters of MonetDB
and PostgreSQL in Figure 3. One parameter of interest is the buffer
pool size. In MonetDB, the system consumes as much memory as
needed to match application demand (Spemand) as long as it does not
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Figure 5: Peak memory usage of TPC-H queries in PostgreSQL.

exceed the amount of physical memory (Scapacity). In PostgreSQL,
the buffer pool size is customizable. For both Linux and LegoOS,
we tune the PostgreSQL buffer pool size to maximize performance.

We note that LegoOS currently supports only a subset of Linux
system calls. Thus, to execute PostgreSQL and MonetDB, we spent
significant effort adapting these two DBMSs to LegoOS (for ref-
erence, PostgreSQL has ~1.3M lines of C code, MonetDB has
~400K lines of C and MAL code, and the LegoOS kernel consists
of ~300K lines of C code). We highlight three examples:

Socket support. LegoOS, which relies solely on RDMA for com-
munication between nodes, currently does not support sockets, but
the client and the server communications of both PostgreSQL and
MonetDB are based on sockets. Thus, we bypass the client and
directly start the server to execute the SQL queries and benchmark
the query execution performance on the server.

Read system call. Another example is a slight difference between
the implementation of the read system call in LegoOS and Linux.
When the application calls read to read N bytes from a file, due
to disaggregation, LegoOS allocates N bytes of memory in kernel
space in the processing node to receive the data that is finally re-
turned from the memory node (refer to the data paths in Figure 2).
If N is large, the processing node can run out of memory, leav-
ing other components of the system hanging. We added additional
functionality to address this issue.

Relative paths. The original version of LegoOS could only sup-
port absolute paths while relative paths are extensively used in the
selected DBMSs; we implemented two system calls (get cwd and
chdir) in order to run MonetDB and PostgreSQL.

Additionally, we fixed several inconsistent behaviors in the way
that LegoOS performs file system operations. For example, in Le-
2008, rename always unlinks the old file on the storage node
without detecting the existence of the new file, so if the new file
does not exist, then the old file is deleted, while in Linux, the old
file is still safe. We note that these issues are due to the immaturity
of the current LegoOS codebase, rather than its higher-level design.

3.3 Workload Selection and Characterization

To study the implications of disaggregation on the end-to-end
query execution performance of real-world complex queries, we

select the TPC-H benchmark and use all of its 22 queries, which
represent a wide range of execution patterns. Unless otherwise
specified, we use a scale factor of 10.

As discussed, memory disaggregation makes memory accesses
a bottleneck for many applications in DDCs, so overall memory
consumption is an important factor in this study. To that end, we
provide a characterization of the memory demands of all 22 TPC-H
queries. The exact demands of each query, of course, vary as each
DBMS will select its own execution plan for each query depend-
ing on a number of factors; different plans will result in different
memory usage patterns. Thus, we run the queries with the afore-
mentioned scale factor in MonetDB and PostgreSQL in Linux and
measure the memory consumption of each query. We note that the
memory used by the OS for disk caching is not included here be-
cause it is determined by the OS, and the OS (for example, Linux)
can aggressively use available memory for caching disk data as
long as it does not affect the memory usage of the applications.

Figure 4 and Figure 5 show the measurement results for Mon-
etDB and PostgreSQL respectively. Note that in the case of Post-
greSQL, we configured the maximum buffer pool as 8 GB to al-
low for sufficient OS and disk cache space, and we excluded Q20
because it could not finish execution [29]. The memory consump-
tion of different queries running on a single DBMS can vary sub-
stantially, as can the consumption of a single query on two differ-
ent DBMSs. Even so, we can summarize a few patterns: (1) all
queries consume more than 200 MB of memory; (2) most queries
use around the average amount of memory (2.2 GB in MonetDB
and 2.8 GB in PostgreSQL); (3) a few queries use significantly
higher memory (Query 1, 9, 17, 19 in MonetDB, Query 4, 9, 18, 21
in PostgreSQL) than others; and (4) a few queries use significantly
lower memory (Query 11, 16, 22 in MonetDB, Query 1, 6, 15, 17,
19 in PostgreSQL) than others. We will refer back to these two
figures when we analyze experimental results in the next sections.

4. THE COST OF DISAGGREGATION

We evaluate the overhead of disaggregation by running both pro-
duction DBMSs on LegoOS and a traditional standalone Linux
server. We equalize the amount of compute, memory, and storage
resources between LegoOS and Linux to ensure a fair comparison.

4.1 In-memory Execution

We first evaluate MonetDB under three different local memory
sizes (4 GB, 1 GB, and 64 MB). Before running each TPC-H query,
we warm up the DB buffer pool, to remove the effects of disk pag-
ing. For each graph, we show the slowdown relative to Linux for
all 22 TPC-H queries, where a slowdown ratio of 1 means perfor-
mance is on par with Linux. In all figures, all bars are augmented
with 95% confidence intervals, which show that the results are sta-
ble with low variance. We summarize our findings as follows:

4 GB local memory (Figure 6a). The slowdown is moderate: an
average of 1.7x and a median of 1.5x. The slowdown stems from
fetching data from the remote buffer pool in the memory pool to
the local memory. However, LegoOS’s optimizations on memory
prefetching and lazy memory allocation keep the slowdown mod-
erate. Moreover, because CPU is the primary bottleneck, even
though the working set of Q1 (Figure 4) does not fit into 4 GB,
the slowdown is only 1.6x. Q9 and Q17 experience higher slow-
downs (2.9x and 2.4 respectively) because their actual working
sets (once kernel, stack, and instruction cache are included) well
exceed 4 GB, resulting in thrashing of local memory. Q11 has the
highest slowdown given that it is very short (it only runs 0.07 s) and
a handful of memory stalls incur a high relative slowdown.
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Figure 7: PostgreSQL cold execution time slowdowns with different degrees of disaggregation (Q20 excluded). Baseline: Linux.
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Figure 8: PostgreSQL hot execution time slowdowns with different degrees of disaggregation (Q20 excluded). Baseline: Linux.

1 GB local memory (Figure 6b). As local memory decreases, the
average slowdown increases because most queries utilize more than
1 GB of memory. Queries with small memory footprint (Q16, Q22)
are not affected by the local memory reduction, and Q11 is also less
sensitive because, although it does spill data to remote memory,
going from 4 GB to 1 GB does not exacerbate the effect.

64 MB local memory (Figure 6¢). The final configuration re-
duces local memory to only 64 MB. All queries are more than 2.5
slower than their non-disaggregated executions and ten of them
have performance degradation larger than 10x. Q9 has the most
extreme slowdown of 176x. This is because Q9 adopts nested
loop joins for six tables, and together with an expression calcu-
lation, they result in frequent random accesses to the buffer pool.
Those random accesses cause extreme inefficiency when the local
memory is constrained. We analyze the slowdowns in greater detail
by relating them to remote memory accesses in Section 6.

4.2 Out-of-Core Execution

We next evaluate PostgresSQL to understand the impact of out-
of-core execution under two settings: (1) execution in a cold hard-
ware/software cache scenario (cold execution); and (2) execution
after the buffer pool and caches are warmed up by running the
same query multiple times (hot execution). We differentiate be-
tween those two scenarios because PostgreSQL heavily relies on
OS mechanisms to cache recent data.

Cold execution. Figure 7 shows the cold execution performance
in LegoOS with different sizes of local memory. In cold execu-
tion given 4 GB and 1 GB local memory (Figures 7a and 7b), most
queries have negligible slowdowns since disk I/O overshadows the

Aggregation

( Scan(Lineitem) J

Hash

( Scan(( Orders) Hash )

Figure 9: The simplified execution plan for Q3 in PostgreSQL.
Grey operators involve disk I/O and red operators are in memory.

additional network latency. Consider the plan of Q3 (Figure 9)
which consists of a right-deep tree of a 3-way join, the tree is ex-
ecuted in a pipelined fashion: every time a tuple of 1ineitemis
scanned, it is used to join with the rest of the tree. Given the size of
the 1ineitem table, significant disk I/O incurred during the scan
dominates the execution. This is still true when we migrate to a
disaggregated environment—disk I/O takes a longer time than the
memory stalls that fetch data from remote memory. This disk bot-
tleneck closes the gap between LegoOS and Linux. In the 64 MB
setting (Figure 7c), the majority of queries continue to achieve sim-
ilar performance to their non-disaggregated executions, as shown in
Figure 7c. The queries that experience higher than 2 x slowdowns
(e.g., Q13), do so because of unmasked memory stalls (e.g., execu-
tions that are not pipelined or that perform many random accesses).



Spark M Vertica

Slowdown to Single Machine
I
I
-_—

a
I
| ]

]
L]
»

-

-
-

»

0.1

Qo1
Q02
Qo3
Qo4
Qo5
Qo6
Qo7
Qo8
Q09

1

1

1

1

1

1

1

1

1

1

2
Q21
Q22

Figure 10: The slowdowns of running distributed DBMSs in a
cluster compared to a single machine of the same hardware.

Hot execution. Figure 8a shows that given 4 GB local memory,
average and median hot execution slowdowns are 2x and 2.1X,
respectively. At 1 GB memory (Figure 8b), the average slowdown
increases only slightly to 2.4 %, indicating that the performance is
still largely bottlenecked by 1/0.

These two results show an interesting effect. Although in-mem-
ory and hot out-of-core execution both bypass disk 1/O, they per-
form very differently in DDCs when local memory is sufficient:
the latter still suffers from I/O bottlenecks while the former does
not. The reason is a gap between the efficacy of application-based
disk cache management (as done by MonetDB) and LegoOS’s disk
management (as outsourced by PostgreSQL). The difference is that
while the application data can be cached locally in the processing
pool, LegoOS stores its disk cache remotely in the memory and
storage pool. Consequently, MonetDB’s manual management of
the disk cache results in much better data reuse and pipelining.

A further reduction of local memory to 64 MB results in a signif-
icant slowdown for a subset of queries (Figure 8c). Memory inten-
sive queries (Q4, Q9, Q18, and Q22, cf. Figure 5) experience 10X
slowdowns, and Q13 has a worst-case 27 x slowdown. The slow-
down is larger in hot executions because they eliminate the disk I/O
that masks the performance degradation in cold executions.

4.3 Distributed Baseline

Next, we study how scale-out setups affect the performance of
traditional, distributed DBMSs, relying on these results to put DDC
performance slowdowns into perspective. We have chosen two
highly-optimized DBMSs: Apache Spark SQL [1] v2.4.5 and Ver-
tica [2] v9.3.0. We first ran these systems using TPC-H (scale factor
10) in a single Linux machine, and then set up a distributed envi-
ronment using three “smaller” machines that collectively provide
equivalent hardware resources, including CPU cores, memory, and
storage. We configured Spark SQL to use NFS to access a remote
storage server, ensuring the same disk I/O performance. Vertica,
however, does not support NFS, so we configured it to use the local
storage on each machine. We note that this gives the distributed
setup of Vertica a slight advantage in aggregate disk I/O through-
put. Nevertheless, this setup paints a useful picture of the contrast
of DDC and distributed DBMS slowdowns.

Figure 10 shows the results for performance slowdowns of these
DBMSs due to distributed execution. Overall, the distributed setup
led to an average slowdown of 1.2x in Spark and 2.3x in Ver-
tica. Spark performs better because it has a higher sensitivity to
computation than network communication [28]. Vertica, on the
other hand, has more performance variance. It is more sensitive
to network communication in some queries; for example, in Q2,
Q7, and Q11, the execution incurs heavy communication between
workers. In Q12, the distributed setup is even better than the single-
machine setting because of good partitioning and higher aggregate
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Figure 11: The slowdowns of LegoOS in the TPC-H throughput
benchmark. The high-level trends are similar to the observations
for single query performance.

disk bandwidth. Comparing these results with DDC slowdowns
(Figures 6c¢, 7c, and 8c), we see that the overhead of scaling out is
more significant in DDCs, highlighting the need for optimizations.

4.4 Query Throughput

So far, we have focused on quantifying the slowdown of query
completion time; we have similar findings in query throughput.
As discussed, the main bottleneck in the DDC setting stems from
memory stalls not compute parallelism—in fact, DDCs can spawn
as many compute workers as the resource pools allow. We, there-
fore, observe similar trends for query throughput as we did for in-
dividual query completion times.

We evaluate the impact on TPC-H throughput by feeding two
streams of TPC-H queries to MonetDB and compare the respective
throughput of Linux and LegoOS. Figure 11 shows slowdowns in
LegoOS with different local memory sizes, with the highest-level
takeaway that the trends match those in Figure 6 for individual
queries. The DDC setting, of course, provides new opportunities
for rethinking how parallel/concurrent executions can be further
optimized [38]. This may require redesigning the underlying OS
abstractions and compute models, which we leave for future work.

4.5 Summary

The overhead of DDCs is moderate for in-memory query exe-
cutions if each query’s working set fits into the processing pool’s
local memory. However, as query memory requirements exceed the
local memory, the communication overhead can result in a signifi-
cant degradation in query execution times. The degradation is even
worse under frequent random accesses. In both cases, the interac-
tion between the OS and DBMS-level memory access patterns can
heavily influence the effect of disaggregation.

There are significant differences in disaggregation slowdowns in
out-of-core vs in-memory systems. Even within out-of-core sys-
tems, hot and cold executions vary in slowdowns as well. Cold
executions are dominated by disk I/O and hence less sensitive to
the network overheads introduced by disaggregation. Hot execu-
tions rely too heavily on default LegoOS disk cache management,
which stores the cache in remote memory. Overall, out-of-core ex-
ecutions are generally less sensitive to the degree of disaggregation
than in-memory executions because they are bottlenecked by other
factors, though we note that significant slowdowns can still occur
when the degree of disaggregation is extreme (for instance, Q13 in
LegoOS with 64 MB local memory).

Moreover, distributed DBMSs set a good baseline for DDCs the
cost of scaling out, and highlight the need for codesigning DDCs
and DBMSs to avoid redundancy and mismatched policies.

S. THE ELASTICITY OF DDCS

While disaggregation can introduce new overheads, a key advan-
tage of DDCs is their elasticity—a DDC can provision an almost
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Figure 12: Query execution performance of MonetDB when varying memory size in Linux and local memory size in LegoOS.
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Figure 13: Query execution (cold) performance of PostgreSQL when varying memory size in Linux and local memory size in LegoOS.
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Figure 14: Query execution (hot) performance of PostgreSQL when varying memory size in Linux and local memory size in LegoOS.

arbitrary amount of resources to each process, and this provision-
ing can expand beyond the resources contained in any one server.
This elasticity can have concrete performance benefits, preventing
the DBMS from needing to spill data to disk when it overwhelms a
single machine’s capacity.

To evaluate these effects, we compare LegoOS’s efficiency to
that of a monolithic server across varying local memory capaci-
ties and working set sizes. For some of the more constrained local
memory sizes, we note that it is unlikely that monolithic servers
will be built with such limited memory; instead, the goal of the ex-
periments is to isolate the implications of having a pool of remote
memory that is orders of magnitude larger than local memory.

5.1 Versus a Constrained Monolithic Server

We begin by matching and scaling down the local memories of
both the LegoOS processing node and a monolithic server in order
to emulate a case where today’s monolithic servers are augmented
with a large pool of remote memory. This is in contrast with the
previous section in which we matched the total amount of remote
memory in the DDC to the memory of the monolithic server. In
some ways, the latter represents a lower bound on the relative per-
formance of DDCs. This subsection represents an upper bound.

As before, we fix the scale factor of the TPC-H workload at 10
and set the memory pool capacity to 16 GB, large enough for this
particular workload.

In-memory execution. We select three representative queries with
which to explore these effects: Q16, QS5, and Q9. These three
queries represent three different levels of sensitivity to local mem-
ory capacity: low, medium, and high, respectively (cf. Figure 6c).
Other queries with similar sensitivity exhibit similar results. Fig-
ures 12a, 12b, and 12¢ show the execution times of all three queries
against local memory capacity in both a single server and a DDC.
As expected, the low-sensitivity query, Q16, maintains its per-
formance across different local memory capacities in the DDC.
The monolithic server also retains its (slightly better) performance
across most memory capacities; however, when memory is very
constrained, performance suffers greatly as data is spilled to disk,
with a ~37x slowdown when memory is constrained to 512 MB.
LegoOS is 28x faster than the monolithic server in this scenario.
The two more sensitive queries, Q5 and Q9, exhibit similar effects
except that the monolithic server slows down much earlier. In fact,
for both queries, the 512 MB case fails in the monolithic server
with an out-of-memory error. The DDC is still able to execute the
queries with a more graceful degradation in performance (but with
similar scalability trends). Execution time does rise as memory
becomes very constrained, but even in that case, the DDC is con-
sistently 1-2 orders of magnitude faster as data is spilled to remote
memory rather than disk. For instance, the most sensitive query in
the monolithic server at the smallest capacity that completes, 1 GB,
experiences a 460x slowdown compared to LegoOS on the DDC.
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Figure 16: Query execution performance (cold) of PostgreSQL when varying data set size in Linux and LegoOS.

Out-of-core execution. In evaluating PostgreSQL, we selected
another three representative queries: Q6, Q13, and Q4 for low,
medium, and high sensitivity, respectively. These three queries are
different from the three queries chosen for MonetDB as the two
DBMSs generate different plans with different sensitivities.

Figure 13 shows the results of cold executions in PostgreSQL
for the three queries. Unsurprisingly, the DDC performance on
the low-sensitivity query is again very stable across local memory
capacities. Also like the in-memory case, the monolithic server be-
gins to fail in low-memory situations. For both environments, these
graphs provide a fine-grained record of performance degradation
versus local memory size, showing exactly where local memory
becomes the bottleneck of the execution.

Overall, LegoOS performance is significantly more stable across
local memory sizes. There are two main reasons for this. The first
is related to how query planning is done in a DDC versus a tradi-
tional server. One of the key inputs to a query planner is the size
of memory—different memory sizes can result in significantly dif-
ferent plans and performance, and a wrong choice in a plan can
have bad consequences. When creating a plan for a DDC, LegoOS
presents to the DBMS the size of remote memory, rather than local
memory. Second is the aforementioned conversion of disk spills
to remote memory spills. Disaggregation thus provides an easy to
understand scaling model: When disk 1/0 dominates the time of a
pipelined execution, disaggregation causes no harm; when memory
becomes stringent in a single server, disaggregation provides better
performance and more graceful degradation.

Figure 14 presents results for hot executions, which show sim-
ilar trends to the cold executions. One notable difference is that
LegoOS benefits from hot executions of all three queries due to its
use of the OS disk cache for repeated loading of the same data.
In contrast, the monolithic deployment fails to show a similar im-
provement because there is insufficient memory in the monolithic
server to cache the largest tables used in each query.

5.2 The Impact of Dataset Size

Next, we compare how monolithic servers and DDCs scale with
their workload. To do this, we fix the memory capacity of both the

monolithic server and the DDC processing node to 4 GB, and we
vary the scale factor (SF) of TPC-H from 2 to 20 with a step of 2.

Figure 15 shows the query execution times for Q16, QS5, and
Q9, the same three queries used in the previous subsection for
MonetDB. As MonetDB does not require much memory to exe-
cute Q16, which joins three small tables (part, part supp, and
supplier), 4 GB memory is enough for even SF 20. Execution
time, therefore, grows slowly with the size of the data set in both
disaggregated and non-disaggregated environments.

For the queries with higher memory sensitivity, LegoOS signifi-
cantly outperforms the monolithic server on large data sets, just as it
did when we decreased local memory in Section 5.1. For example,
in Q5, when the SF is 16 or above, i.e., when the input size exceeds
physical memory on the monolithic server, MonetDB runs faster in
the DDC. At SF 20, the speedup is 6.8 x. This effect occurs much
earlier for Q9, where SF 12 already results in DDCs having a 27 x
speedup compared to the monolithic server.

PostgreSQL’s cold execution performance, shown in Figure 16,
also reflects the results of Section 5.1. We omit hot executions as
the trends are similar. In each case, LegoOS demonstrates compa-
rable performance to the monolithic machine, except for memory-
sensitive workloads and large data sets. In these cases, monolithic
server performance degrades quickly as soon as local memory is
insufficient for the working set. Finally, we note that, in both de-
ployments, PostgreSQL has better overall scaling effects than Mon-
etDB, partially due to the role of disk I/O as the bottleneck.

5.3 Large, Compound Workloads

Finally, we extend the above experiments to cases where the
workload is large and involves multiple query workloads. Specif-
ically, we fix the physical memory of the monolithic server and
local memory of the DDC processing nodes to 4 GB, and we fix
the TPC-H scale factor to 10. In this environment, we randomly
draw 50 queries from the set of all 22 TPC-H queries. We classify
the queries into three categories by their execution times: short,
medium, and long queries. We control the portions of short queries
(S), medium queries (M), and long queries (L) to create four con-
figurations: (1) short-heavy workload: 80% S, 10% M, and 10% L;
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Figure 17: MonetDB query execution performance in Linux and
LegoOS with mixed workloads starting with cold memory.
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Figure 18: PostgreSQL performance with mixed workloads.

(2) medium-heavy workload: 10% S, 80% M, and 10% L; (3) long-
heavy workload: 10% S, 10% M, and 80% L; and (4) random
mix: each query has equal probability. After the queries are drawn,
we permute and evaluate them sequentially in MonetDB and Post-
greSQL starting from cold buffer pools, i.e., no prior cached data.

The results are presented in Figure 17 and 18. The x-axis denotes
the query progress within the 50-query trace. The y-axis is the
cumulative execution time up to and including that query. In the
monolithic server, due to limited memory, MonetDB selects more
memory-constrained and less efficient execution plans, while in the
DDC, it can take advantage of enough memory in the memory pool
to execute the queries more efficiently. For the first few queries,
MonetDB has similar performance in both deployments because
of the data loading, which is dominated by disk I/O. When more
queries have been executed and the buffer pool warms, the DDC
becomes increasingly effective compared to today’s systems due to
its additional remote memory.

The effect is most pronounced in MonetDB, where the short-,
medium-, long-heavy, and mixed workloads exhibit total speedups
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Figure 19: The effect of prefetching in PostgreSQL.

of 6.7x,9.9%,7.7x, and 5.4 x, respectively. These speedups man-
ifest quickly. For long-heavy workloads, for instance, the speedup
is 3.1x at only 5 queries and 6.1x at 25. The relative speedup of
PostgreSQL is lower because it uses out-of-core execution. The
speedups range from 1.2x—1.9x across all workload mixes.

5.4 The Effect of Prefetching

Prefetching the data to be used in the execution from disk can
mitigate the I/O bottleneck for out-of-core systems. We evalu-
ate this effect in PostgreSQL through the pg_prewarm module,
which allows the user to preload specified tables into either the OS
cache or the buffer pool. Figure 19 shows the results of applying
this module in LegoOS with 4 GB local memory. To ease the com-
parison, we normalized the times of prefetching, execution after
prefetching, and hot execution to the cold execution time, and we
stacked the first two to show the overhead of prefetching. There
are a few interesting findings. Overall, prefetching can effectively
cache necessary data: the performance of executions after prefetch-
ing matches the performance of hot executions. Although the to-
tal times of prefetching and the following execution are generally
higher than cold execution times, we can leverage a large mem-
ory pool in a DDC to make the prefetching a one-time overhead:
prefetching all tables in the memory pool for arbitrary queries.

5.5 Summary

For both in-memory and out-of-core executions, the resource
consolidation of DDCs can provide applications with much more
memory than a single server. For that reason, resource disaggre-
gation provides better and more stable performance than a single
server for DBMSs when the execution reaches the memory limit in
the server and they have to spill data to disk.

The experiments of mixed workloads further validate the advan-
tage of disaggregation in having more resources to provision for
a single program. This advantage potentially enables DBMSs to
scale to much larger workloads than when in a single server.

The disaggregated deployment can also cache additional data in
the memory pool, through either historical queries or prefetching.
Better caching leads to higher performance.

In addition, we note that the advantage of DDCs does not require
any changes in DBMSs. DBMSs can be directly run in a DDC to
utilize more resources, while alternative approaches to acquiring
more memory, e.g., distributed [13, 30] or RDMA-based [14, 20,
10] DBMSs typically require drastic architectural changes.

6. ANALYSIS AND TUNING

Section 4 shows that with the same resource capacity, DBMS
executions are slower in a DDC than in a single server due to higher
memory access latency. It also shows that this overhead depends on
both the DBMS workload and the degree of disaggregation. In this



section, we analyze this overhead through the profiling statistics
we acquire in LegoOS and consider how we might tune DBMS
performance in DDCs based on this analysis. The goal here is to
gain insight into potential ways to modify the behavior of DBMSs
to reduce (or mask) the overhead of disaggregation.

6.1 Remote Memory Access Analysis

We measure the hardware counters for page faults and InfiniBand
communication volume between local memory and remote mem-
ory in LegoOS to estimate Ngas—the amount of remote memory
data transferred (in bytes) during an execution. We first present the
results for in-memory executions in MonetDB.

6.1.1 In-memory execution

Figure 20 shows Ngras for the experiments in Section 4.1, where
we configured different local memory sizes. Figure 20a shows the
statistics for the setting where local memory is enough for most
queries. We make two key observations: (1) all queries have non-
zero Ngrar; and (2) most queries have Nras smaller than 1 GB.

The first observation suggests that the overhead of disaggrega-
tion is inevitable: there are remote memory accesses even when the
local memory is larger than what an application demands. Those
remote memory accesses include program data and the initial trans-
fer of data into processing nodes’ local memory.

The second observation (combined with the < 2x slowdowns
in Section 4.1) suggests that, for most queries, the extra latency
due to this overhead is smaller than the execution time in a single
server. There are, however, a few exceptions: Q17 transfers al-
most 10 GB data and its execution time is inflated by 2x (shown
in Figure 6a); the Nry of Q9 is 500 MB, which incurs a 2.9x
slowdown. For those queries, remote memory accesses dominate
the execution times. In fact, the impact of memory stalls on the
execution time is highly dependent on queries. As examples, Q1
and Q7 transfer 10 GB and 2.3 GB data, respectively, but both of
them cause a 1.6x slowdown because computation dominates the
execution time. In comparison, Q11 transfers only 8 MB data, but
it has a 3.3 x slowdown—this suggests that low-latency queries are
more sensitive to memory stalls.

Figure 20b shows the results when LegoOS has 1 GB local mem-
ory. The average and median Nras has increased to 3.3 GB and
1.7 GB respectively, significantly higher compared to the case with
4 GB local memory. This is because most TPC-H queries consume
more than 1 GB memory, as shown in Figure 4, and therefore across
the execution, virtually all cached data has to be transferred from
the memory pool. This shows the mismatch between DBMS ex-
ecution and the current OS caching mechanism that uses LRU or
its variants (e.g., FIFO). This mismatch results in serious perfor-
mance degradation: ~5x on average as shown in Figure 6b. When
the local memory size is as low as 64 MB (Figure 20c), the aver-
age NRrys increases to 9.1 GB and the median to 3.8 GB, showing
that the buffer pool data is accessed multiple times. Those multiple
rounds of data transfers cause an order of magnitude performance
degradation (Figure 6¢). As an extreme case, Query 9 transfers
89 GB data, causing two orders of magnitude degradation.

6.1.2 Out-of-core execution

For out-of-core executions in PostgreSQL, although the perfor-
mance slowdowns of cold and hot executions are very different
(Figures 7 and 8), the remote memory accesses are similar. This
is because PostgreSQL relies on the OS to cache the raw input data
when it reads from files, rather than loading/storing it to virtual
memory or its buffer pool directly. LegoOS caches this disk data
in memory nodes and storage nodes and not in local memory. As a

result, even for hot executions, the DBMS needs to access remote
memory for the cached data.

Figure 21a plots the results for hot executions in PostgreSQL in a
DDC processing node with 4 GB local memory. The average Nras
is 9 GB, which is much higher than the peak memory usage derived
in Figure 5. The reason we did not observe an associated slowdown
in the cold executions of Section 4.2 is pipelined execution, which
hides these accesses by the time spent in disk I/O. The absence of
good pipelining is why we do see a slowdown of ~2.2x in the hot
executions of Section 4.2. Moving to limited local memory sizes
(Figures 21b and 21c) increases the average Npras, resulting in a
1.2x and 6.3 increase in the average slowdown, respectively. In
the latter case, the PostgreSQL buffer pool is frequently evicted.
The queries with the largest Nras (Queries 4,9, 13, 18, 21, and 22)
also have the worst performance slowdowns (cf. Figures 7 and 8).

6.1.3 Summary

This set of experiments quantitatively evaluates the overhead of
resource disaggregation that comes from remote memory accesses,
which, being synchronous, stall the DBMS execution. The results
also reveal two mismatches between the current OS design and the
DBMS data access patterns: (1) LRU-like local memory eviction
policies are a poor fit for DBMSs when the local memory in the
processing pool is too small to cache the working set; and (2) out-
of-core executions that rely on the OS to cache raw input data from
the disk cannot take advantage of processing units’ local memory
since the cached data is still remote to the processing pool.

We note that the absolute numbers in this analysis are from run-
ning existing DBMSs directly in LegoOS—neither the DBMS nor
LegoOS is aware of the other side. More flexible data access granu-
larity that leverages the patterns of DBMS workloads can improve
data transfer efficiency in LegoOS for DBMS executions, but we
leave this optimization as future work.

6.2 Plan Optimality

Plan selection is an important function of the query planner and
optimizer. We measure the impact of different execution plans on
performance. In particular, we focus on two aspects: a) the size of
the buffer pool, and b) the join algorithm.

6.2.1 Buffer Pool Size

The size of the buffer pool is a key determining factor for the
execution plan chosen by the DBMS. To measure the impact of
this choice, we focus on MonetDB for two reasons: (1) as an in-
memory DBMS, it is more sensitive to memory size, and (2) the
main bottleneck of PostgreSQL is either disk I/O (in cold execu-
tions) or network communication overhead incurred by fetching
cached data from remote memory (in hot executions), so the size
of the buffer pool is not a dominant factor. We study three repre-
sentative queries: 16, 5, and 9, and evaluate them with the workload
configured to a scale factor of 10. We vary the buffer pool size be-
tween 16 GB (enough memory), 4 GB (reasonably large) and 1 GB
(small), and test two LegoOS configurations: one with 4 GB local
memory and one with 64 MB of memory in each processing node.
The baseline is a monolithic server with 16 GB memory.

Figure 22 shows the results. In the monolithic server, a larger
buffer pool results in better performance. The DDC results are
similar with one exception: Q16 performs marginally better with
1 GB memory than it does with 4 GB (0.7 s vs. 0.73 s), attributed to
noise. We also observed that MonetDB’s query planner had some
difficulty in planning for intermediate buffer pool sizes in Q16.

A somewhat surprising result is that, when moving to smaller
buffer pool sizes compared to available memory, the penalty to Le-
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Figure 20: Remote memory accesses (in MB) in MonetDB executions with different levels of disaggregation.
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Figure 21: Remote memory accesses (in MB) in hot PostgreSQL with different levels of disaggregation. Cold results are almost identical.

Buffer Pool Size 16 GB 4GB 1GB Join Algorithm  Nested-Loop  Merge Hash
Linux 0.5s 0.75s 0.53s Linux >1h 14.45s 15.69s*
Query 16 LegoOS (4 GB) 0.73s 10.78 s 0.7s Query 13 LegoOS (4 GB) >1h 18.34s 18.51s*
LegoOS (64 MB) 1.29s 11.135s 1.37s LegoOS (64 MB) >1h 122.84s 373.49s*
Linux 1.14s 1.14s 5.08s Linux 3.97s 30.55s 26.5s*
Query 5 LegoOS (4 GB) 1.44s 1445 18.11s Query 4 LegoOS (4 GB) 15.95s 59.345s 57.42s*
LegoOS (64 MB) 8.72s 89s 52.74s LegoOS (64 MB) 18.82s 351.78s  348.58s*
Linux 1.11s 22s 9.65s . . . L
Query 9 LegoOS (4 GB) 1.7s 10.55s 40.81s Figure 23: PostgreSQL join algorithm tuning in Linux and Le-

LegoOS (64 MB) 178.55s 190.8 s 257.53s

Figure 22: MonetDB buffer pool size tuning in Linux and LegoOS

goOS is outsized. When data needs to be spilled out of the buffer
pool, one might think that the monolithic server would need to spill
to disk and that LegoOS, spilling to the remote memory pool would
gain an advantage. In fact, it is the opposite. If the buffer pool is
less than the total memory of the system, the monolithic server can
spill data to memory. That memory is local, unlike the memory to
which LegoOS spills data, which is on a remote machine. Thus,
spilling data out of the buffer pool comes at a significantly higher
cost in a DDC than a traditional system.

6.2.2 Join Algorithm

We next evaluate the performance characteristics of join algo-
rithms. We use PostgreSQL because unlike MonetDB, it allows the
user to select from three different join algorithms: Nested-Loop
Join, Merge Join, and Hash Join. We disable two of them
to ensure that PostgreSQL selects the remaining one. For example,
to use Hash Join, we set enable_nestloop and enable
mergejoin to off. Since Q6 does not involve joins, we eval-
uate only Q4 and Q13. We use Linux with 16 GB memory as the
baseline, configure LegoOS to use a 16 GB memory pool and vary
the local memory size between 4 GB and 64 MB.

Figure 23 shows the results. For Q13, nested-loop join cannot
finish within 1 hour in both Linux and any LegoOS setting; merge
join has slightly better performance than hash join in this query.
Since merge joins incur less random accesses, they are much more
efficient than hash joins when local memory is small: merge join
incurs 62 GB of remote memory accesses when the local memory

200S. Algorithms marked with * are what PostgreSQL selected.

is 64 MB, but hash join incurs 250 GB. This is an interesting obser-
vation because PostgreSQL suboptimally selects hash joins when
all join algorithms are enabled. Q4 is different: nested-loop join
is the best algorithm (i.e., uses the least amount of memory) in
both Linux and LegoOS. When running in LegoOS with 64 MB
of local memory, nested-loop join, hash join, and merge join incur
8 GB, 134 GB, and 149 GB of remote memory accesses, respec-
tively. Unlike in Q13, hash join performs slightly better than merge
join in this query. Again, PostgreSQL suboptimally chooses hash
join (over nested-loop join). These experiments show that join al-
gorithms with small memory footprint work better in DDCs, but
current DBMSs (PostgreSQL) do not make this choice. It might
be possible (and even profitable) to design join algorithms that are
tailored for DDCs.

6.3 OS Configuration

We now examine how changing different parameters in the un-
derlying disaggregated OS can affect the performance of DBMS.
In the previous sections, we observe that the bulk of the overhead
comes from accessing remote memory, which could in principle be
improved with better caching. We, therefore, experiment with two
key choices: the cache eviction and the cache placement policies.

6.3.1 Cache Eviction Policy

LegoOS supports two eviction policies: FIFO and LRU. Nei-
ther one favors DBMSs workloads. We evaluate how these poli-
cies affect the execution of MonetDB and PostgreSQL and find
that there is little difference in terms of the number and size of re-
mote memory accesses for both eviction policies. As one example,



Set Associativity 1-way 256-way 8K-way
MonetDB 22,763,177 22,762,688 22,721,776
PostgreSQL 35,227,319 35,216,064 35,108,257

Figure 24: Page faults in different set associativity configurations.

consider the setting where the local memory size is 64 MB (where
eviction frequently happens) and where we use 256-way set asso-
ciativity using the most memory-intensive queries in both Mon-
etDB (Q9) and PostgreSQL (Q4). In this setting, MonetDB with
LRU incurs 22,763,745 page faults that trigger remote memory ac-
cesses (each page has 4 KB size) while FIFO incurs 22,763,053
page faults. Similarly, in PostgreSQL, LRU is roughly the same as
FIFO (35,216,064 vs. 35,216,712) and this is consistent between
cold and hot executions. However, as described in LegoOS [33],
LRU introduces lock contentions on the LRU list; Query 9 in Mon-
etDB finishes in 179.16 s with FIFO and 181.76 s with LRU.

6.3.2 Cache Placement Policy

To evaluate the effect of cache placement policies, we vary the
set associativity for the local memory. We study 1-way, 256-way,
and half of fully associative (§K-way for 64 MB local memory, the
highest associativity that LegoOS supports). As in the previous ex-
periment, we use the most memory-intensive queries in MonetDB
and PostgreSQL and a 64 MB local memory in LegoOS to magnify
the effect of caching mechanisms. The results are in Figure 24.

We find that increasing the set associativity improves the hit rate
of the local memory so that the remote memory accesses are re-
duced in both MonetDB and PostgreSQL. However, the reduction
on the remote memory accesses is not significant from the lowest
to the highest associativity, and this benefit is offset by the cost of
maintaining high set associativity so we do not observe a significant
difference between the execution times of different configurations.

In conclusion, switching between current configurations without
resource capacity change has little to no effect on data-intensive ex-
ecutions. We leave the codesign of the OS and the DBMSs, which
we believe can improve this state of affairs, as future work.

7. RELATED WORK

Resource disaggregation offers great benefits for cloud opera-
tors, but as we speculate in our position papers [38, 8], signifi-
cant changes to disaggregated OSes and applications are crucial to
achieve reasonable performance. The present work provides the
first empirical backing for such claims, with a comprehensive eval-
uation of production DBMSs on a disaggregated data center setup.
In the process, we highlight different sources of overhead and un-
cover many subtleties that were not obvious a priori, such as the
effect of the disk caching policy (manual or delegated to the OS)
and the placement of a DBMS buffer pool. In addition, we evaluate
the benefits of DDC elasticity for data-intensive DBMS workloads.

We now discuss other related work. A key distinction is our
focus on DBMSs, our experimental setup, and results. We re-
mark, however, that our general call to action—that codesign is not
only desirable but necessary in this case—shares a similar ethos to
decades-old proposals to codesign OSes and DBMSs [35, 18].

Operating systems for disaggregated data centers. With the ad-
vent of DDC hardware, the first wave of software innovation has
focused on operating systems support. For example, LegoOS [33]
introduces an operating system that decouples hardware resources
and connects them with a fast network, while still providing the
abstraction of a single machine to applications, which can be run
without modifications. Other proposals include new architectures

[21, 22], network architectures [17, 34, 12], and data structures for
remote memory [5]. Our work is the first to explore application-
level optimizations, in this case how DBMS performance is im-
pacted and can be improved by disaggregation.

Remote memory and distributed shared memory. Prior work
has revisited the idea of remote memory (RM) in fast data center
networks [4], proposing a standard API for RM access with ex-
ported files [3]; implementing generic data structures like vector,
map, and queue for RM by customizing hardware primitives [5];
and designing a new paging system to avoid application modifica-
tion [19]. Previous work has proposed novel memory management
for DBMSs to utilize remote memories [20, 10, 16] and even pro-
vided distributed shared memory (DSM) abstraction [11, 32, 14].
While RM and DSM, and disaggregation overlap in spirit, the ideas
differ in that previous work assumes that significant resources re-
main coupled with the compute components while disaggregated
data centers target at completely separating computation and mem-
ory. This fundamental difference has implications for buffer man-
agement, cost estimation, physical executions, and other important
components in DBMSs.

Hierarchical storage management. DDCs have a richer mem-
ory and storage hierarchy than traditional distributed environments.
Existing work has investigated improving DBMSs on hierarchical
storage, such as cache-aware DBMS execution [24, 27], caching
[23, 37], and memory management for new hardware [36, 9]. We
believe that the existing work would serve as further inspiration for
DDC optimizations while noting that the separation between com-
pute and memory represents a radical change unique to DDCs.

8. CONCLUSION AND FUTURE WORK

This paper conducts a detailed study of two production DBMSs,
PostgreSQL and MonetDB, to understand the performance impli-
cations of deploying them on a disaggregated data center. We find
that a wide variety of factors come into play, including in-memory
vs. out-of-core execution, degree of disaggregation, the choice of
join algorithms, and buffer pool sizes. One interesting finding re-
lates to the entity that manages memory and, in particular, the disk
cache. If it is the application, as is the case with MonetDB, some
of the data can be kept in local memory. If it is the OS, as is the
case with PostgreSQL, the disk cache is kept in remote memory,
which hurts performance. We also find that DDCs can actually be
beneficial (in some settings) to DBMSs!

These results shed light on exciting research opportunities, in-
cluding designing DDC-aware buffer pool policies that differenti-
ate between local memory and remote memory, and leverage the
qualities of each; looking at relational operators (including joins)
that are better fit for DDCs (e.g., operators that have a smaller mem-
ory footprint but that perhaps require additional computation); de-
veloping new cost models for query planning and optimization; and
optimizing parallel DBMSs by avoiding unnecessary data shuffling
in the network (since the data of multiple processes lives in the
same memory pool). Finally, DDCs are potentially more amenable
to mechanisms that ensure performance isolation, and we are inter-
ested in exploring DBMS designs for multi-tenant settings.
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